Лекция 6. Оптимизация и обобщение: переобучение, регуляризация
1) Оптимизация vs обобщение
В машинном обучении есть две разные задачи:
Оптимизация — минимизировать ошибку на обучающих данных (train).
Обобщение — хорошо работать на новых данных (test).
Ключевой факт: модель может отлично “выучить” train и при этом плохо работать на test. Это называется переобучение.

2) Переобучение и недообучение
2.1 Недообучение (underfitting)
· модель слишком простая,
· не улавливает закономерности,
· ошибки и на train, и на test большие.
Причины:
· мало признаков,
· слишком сильная регуляризация,
· слишком простой класс моделей (линейная модель для сильно нелинейной задачи).
2.2 Переобучение (overfitting)
· модель слишком сложная,
· подстраивается под шум,
· train-ошибка маленькая, test-ошибка большая.
Причины:
· мало данных,
· слишком много параметров,
· утечка данных (data leakage),
· слишком долго обучали без контроля.

3) Bias–Variance trade-off (смещение–дисперсия)
Ошибку на тесте можно представить как сумму компонентов:
· Bias (смещение): ошибка из-за слишком простой модели.
· Variance (дисперсия): ошибка из-за чувствительности к конкретной выборке.
Интуиция:
· увеличиваем сложность модели → bias падает, variance растёт.
· регуляризация снижает variance, но может увеличить bias.

4) Как обнаружить переобучение на практике
4.1 Кривые обучения (learning curves)
Строят зависимость качества от размера обучающей выборки:
· если добавление данных улучшает качество → данных мало / высокая variance
· если качество упирается в “потолок” → модель слишком простая / высокий bias
4.2 Train vs Validation
Если:
· train accuracy высокая,
· validation accuracy низкая,
то почти всегда это overfitting.

5) Регуляризация: зачем и как
Регуляризация — добавление ограничения на сложность модели.
Общая идея оптимизации:

где
— функция потерь (ошибка),
— штраф за сложность,
— сила регуляризации.

6) L2-регуляризация (Ridge)
Штраф:

Смысл:
· “сжимает” веса,
· делает модель устойчивее,
· хорошо работает при коррелированных признаках.
Пример для логистической регрессии:


7) L1-регуляризация (Lasso)
Штраф:

Смысл:
· делает многие веса ровно нулевыми,
· выполняет отбор признаков,
· полезно при большом числе признаков.

8) Elastic Net
Комбинация L1 и L2:

Плюс: сочетает устойчивость Ridge и разреженность Lasso.

9) Регуляризация в разных моделях (быстро)
9.1 kNN
Регуляризация = выбор :
· маленькое → переобучение,
· большое → сглаживание.
9.2 Деревья решений
Регуляризация = ограничения:
· max depth,
· min leaf size,
· pruning.
9.3 Нейросети
Регуляризация:
· weight decay (L2),
· dropout,
· early stopping,
· data augmentation.

10) Early stopping (ранняя остановка)
Идея: следить за ошибкой на validation и остановить обучение, когда она перестаёт улучшаться.
Плюсы:
· простая защита от overfitting,
· работает почти для любых итерационных алгоритмов.

11) Кросс-валидация для выбора и гиперпараметров
Регуляризацию нельзя “угадать”. Её выбирают по CV:
1. задаём сетку (например, 10 значений по лог-шкале),
2. считаем качество по k-fold CV,
3. выбираем , дающий лучший результат (или чуть более простой по правилу 1-SE).
Важно: test не трогаем до самого конца.

12) Data leakage — скрытый источник “ложного качества”
Утечка данных — когда информация из test/val попадает в обучение.
Типичные ошибки:
· нормализация по всему датасету до split,
· подбор признаков по всему датасету,
· использование статистик test при обучении.
Правильно:
· split → затем все преобразования “учим” только на train → применяем к val/test.

